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Introduction

Background

Effective Psychotherapy Treatments;

Psychiatric Chatbot Using Large Language Models (LLMs);

The lack of psychotherapy knowledge of LLMs;

A successful model is expected to use the provided instructions (including
task- and domain-definition examples) to output professional instances.
The Assistant can be: Psychologists (Experts), Machines, or Mixture use.
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Previous Solutions

Two main technical ways have been developed for extending and
augmenting the domain-specific data:

1. Using human-annotated data on a wide range of tasks

Reinforcement Learning on Human Feedback (RLHF) [4];

Human annotated prompts [6].

2. Using datasets augmented with manually or automatically
generated instructions

Machine generated instruction following data [3];

Self-Instruct tuning [5].
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Our Method

The Assistant-Instruction (semi-self-instruction) in psychotherapy domains.

Data Cleaning and Information Extracting;
Task Identification;
Data revision and knowledge expansion;
Evaluation and decision of Acceptability.

Question: What is DSM-5 and ICD-10 Coding?

Output: The depressive disorders grouping in the fifth edition of the Diagnostic and Statistical Manual of 

mental disorders or DSM-5 contains a number of distinct disorders, each given it's own unique diagnostic 

code. 

Domain: Depressive Disorders.
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Figure: Steps to generate the Assistant-Instruction Data.
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Data Collection and Models

Using GPT-4 as an assistant, and applying inhibited Low Rank Adaption
(LoRA) [2] and Self Retrieval Augmented Generation (Self-RAG) [1],
Assistant-Instruction fine-tuned LLMs are evaluated under two main
metrics: Automatic evaluation and Human evaluation.

Alexander Street counselling transcripts;
GPT-4 as an assistant;
LoRA fine-tuning and RAG;
Evaluation of Assistants and Experts;
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Figure: The schematic of our system.
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The Performance of Assistant-Instruction

Table: Based on Llama2-7B, we illustrate the performance of Zero-Shot, inhibited
LoRA Tuned and RAG methods on Psychotherapy data.

Instruction:
Please provide professional suggestions or comments to effectively address and alleviate [Autism].
Input:
We are discussing [Autism].
Output from Zero-Shot:
Autism is a developmental disorder that can cause significant social, communication and behavioral challenges. There
is no known single cause for autism, but increased awareness and funding support research into possible causes and
better ways to treat the disorder.

Output from Inhibited LoRA:
Autism is a developmental disorder that can cause significant social, communication and behavioral challenges. It is
a spectrum disorder, which means that symptoms and severity vary widely among individuals.

Output from Inhibited LoRA + RAG:
Autism is a developmental disorder that can cause significant social, communication and behavioral challenges. It
is a spectrum disorder, which means that symptoms can range from mild to severe. Some people with autism may
also have other conditions, such as attention deficit hyperactivity disorder (ADHD), anxiety disorders, or epilepsy.
Applied Behavior Analysis (ABA) a widely recognized and evidence-based therapy for Autism. ABA techniques focus
on promoting positive behaviors and reducing challenging behaviors. Speech and language therapy can help improve
communication skills, such as speech articulation, expressive language, and social communication.
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Evaluation Results

1. Automatic Evaluation: rouge (higher is better) and fluency (lower
is better, perplexity based on GPT-2);

2. Human Evaluation: Readability, Professional, Match. (Rule:
Extremely Bad (1), Bad (2), Neutral (3), Acceptable (4), Good (5)
and Very Good (6))

Table: For evaluating the performance of LLMs on psychotherapy domain, two
methods - inhibited LoRA and RAG - were used on two pre-trained LLMs.

Inhibited LoRA Finetuning (without / with Asisstant-Instruction)
Pretrained

LLM
Automatic Human Evaluation

Rouge ↑ Fluency ↓ Read Prof Match
ChatGLM2-6B 24.3/27.1 49.4/48.7 4.8/4.9 2.9/3.3 2.1/2.5
Llama2-7B 15.1/16.9 20.9/20.5 5.0/5.2 3.0/3.2 1.9/2.3
Retravel Augmented Generation (without / with Asisstant-Instruction)
Pretrained

LLM
Automatic Human Evaluation

Rouge ↑ Fluency ↓ Read Prof Match
ChatGLM2-6B 25.1/32.8 56.4/46.7 4.6/5.3 3.9/4.2 2.9/3.3
Llama2-7B 15.4/22.4 30.3/20.7 4.8/5.2 3.7/4.1 3.0/3.4

Cheng Kang et al. (CTU in Prague) Domain Specific Improvement On Psychotherapy Chatbot Using AssistantICASSP 2024 Workshop EIHRC 7 / 10



Conclusion

We propose a novel method called ASSISTANT-INSTRUCT to improve
the instruction-following ability of LLM in the psychotherapy domains.
This method

can provide additional knowledge to LLMs, but avoid heavily manual
work.

combines common knowledge and professional psychotherapy
knowledge to generate instruction data with the help of LLM
assistants.

retains general knowledge and incorporates specific psychotherapy
knowledge of LLM from Assistant-revised instructions.
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Thank You!
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